Santrex brief work report 

Period: (08.08 – 17.08)

`

Report by: Georgi Georgiev


 Last payment  received for period (20-27) June – Paid: 180$ 


Unpaid sallary for: 26.06.2011 – 26.07.2011 (1000$ as agreed)


Unpaid money for 27.07.2011 – 16.08.2011

28.07.2011


-    Tickets mostly

· Caught and suspended 2 abusers (1 from report of fdcservers and another caught to issue suspicious traffic)


Work  duration: 2h

29.07.2011

· Suspended 2 abusers running slap.pl on vps3.lin.de

· Added Distributed Clearing House, Pyzor and Razor spam checks on mail.santrex.net

· Worked on tickets

· Added slap.pl to kill_abusers.sh and uploaded the new version to all VPS servers

· Set two virtual Ips for a dedicated server client

· Server logs

· DC Tickets to bring up vps3.lin.nl.eu


Work duration: 5.30 h

31.07.2011

· Few tickets


Work duration: 30 mins

01.07.2011


- Suspended 2 phishing domain users on hosting1-nl (reported by leaseweb)

· Walked through each of the Linux VPS servers and suspended all abusers whose account contained DoS scripts. (e.g. login to each node and use of search_for_abusers.sh script to look up for abusers)  - for vps servers (de, uk, nl,fr)

· Suspended about 20+ abusers accounts

· Worked on tickets

· Tickets to fdc bring back xen7.us


Work duration: 6h

02.08.2011

· Checked all VPS*.lin.us nodes and cleaned up from Abusers

· Tickets

· PTR records for 4 VPS servers missing it

· Increased sysctl connlimit to resolve issues on some VPS

· Found an abuser running ssh brute force

· Changed kill_abusers.sh and search_for_abusers.sh to include brute and uploaded to all servers


Work duration: 5h

03.08.2011

· Tickets

· Server maintance tasks

· stopped and removed not to boot nl, uk, de, ca, lu, us proxy nodes. 

· Re-requested few PTR which were incorrectly assigned

· Stopped and removed boot for sendmail on all socks vps servers

· Server check ups, logs


Work duration: 4h

04.08.2011

· Added analyze optimize and auto repair once a month for all mysql servers (nl,de,fr,us) (improves mysql performance as things gets garbled with it's insert, update work)

· Fixed host VPS node whose VPS had issues with resolving caused by iptables

· Installed watchdog on vps4.xen.lu

· Tickets

· Added more DNS (only one was present for vpn1.us and vpn2.de possible problems

· Found and removed iptables rule that was breaking up UDP proper requests necessery for proper VPS hosts resolving on VPS servers


Work duration: 4.30h

05.08.2011

· Added MOTD (System for restricted usage only) to home.lu and home.de to home.lu and home.de disabled X11Forwarding in ssh (for better security)

· Walked through all VPS nodes and checked and fixed many incorrect /etc/hosts records

· Caught and suspended few abusers running pscan and SpyEyeCollector 

· (Added this two newly discovered abusers processes to be auto killed by kill_abusers.sh) and uploaded to all VPS nodes, also added sshscan 

· Added mysql servers records in /etc/hosts on hosting servers (should decrease resolve time, as /etc/hosts is read before a dns query is invoked) – should have positive impact on customer's websites performance and hopefully should get rid of clients complaning about website timeouts

· Upgraded all vpsadmin*.santrex.net as new version was out

· Installed dejavu-lgc-fonts.noarch said in mailing lists that it solves common problems with VNC not working 

· Suspended abuser reported by OVH DC on hosting1-fr in rescue mode

Work duration: 6.30h

08.08.2011

· Installed sysstat package to all VPS nodes (to be able to track problems at certain times from console with sar command)

· Tickets

· Changed kernel.panic restart value from kernel.panic = 20 to kernel.panic = 1 on all VPS

· Installed and configured watchdog (to work through softdog module) – For automatical server reboots on server hang ups

· Found an abuser

· Added ip_MASQUERADE to all VPS nodes as I've noticed customers complaining no ipt_MASQUERADE is available on their VPS

· Restarted mysql.nl was down

· Maintance tasks

Work time: 5h

09.08.2011

· Tickets

· Caught spammer with 3 VPS used for spam

· Setup cron to automatically restart lighttpd once in the morning in 05:35 on all VPS nodes to mitigate (Module Command Errors) experienced in Billing

· Rebooted vps5.xen.de

· DC tickets for IP re-routing etc.

· Installed configured and enabled watchdog on all mysql.{fr,de,nl}

· Changes kernel.panic sysctl to 1 for mysql nodes (with previous 20 value, sometimes it does not work)

· Installed sysstat on mysql nodes to store performance records through ssh

· Server check ups and maintance tasks

· Run scan for exploits on hosting1-fr

Work Duration: 4h

10.08.2011

· Added extra Ips to a client dedi server

· Caught spammer on vps1.lin.ru

· Fixed /etc/hosts missing record for vpsadmin-ru.santrex.net

· Fixed /etc/hosts (missing localhost.localdomain) and improper record for vpsadmin-us.santrex.net

· Fixed errors /etc/hosts also on vpsadmin-{fr,lu,uk.ua}

· Changed kernel.panic restart value to one on vpsadmin nodes

· vpsadmin-ru.santrex.net was opening slow, checking in /etc/resolv.conf found only one RU nameserver, which resolve times was 10 times+ slower than Google DNS changed to OpenDNS and Google DNS to fix that

· Exchanged and added some more DNS also for the rest of vpsadmin-*.santrex.net - except for vpsadmin-nl and vpsadmin-de (can't login on them)

· Tickets

· Restarted hosting1-fr and hosting1-de

· Installed watchdog on hosting1-fr

· Added proxy cache clear up for proxy1.de.santrex.net on 12 and 26 each month 04:00 

· Fixed /etc/resolv.conf DNS for new vps1.lin.nl.santrex.net

· Anti DDoS sysctl rules added to the new vps1.lin.nl.santrex.net, vps3.lin.nl, vps4.lin.nl, vps5.lin.nl

· Changed few variables on proxy1.de.santrex.net to improve work

· Restarted ru25.nl.santrex.net

Work Duration: 6.30 h

11.08.2011

· Loaded tun module for all new NL VPS servers to fix  some migrated client complains also added to load on next boot

· Changed DNS to GoogleDNS and Public DNS for vps{1,2,3,4,5}.lin.nl

· Fixed improper /etc/hosts records for new vps*.lin.nl hosts

· vps2.lin.nl. /vz/templates was missing, some VMs did not start take one from vps1.nl and uploaded it to vps2.lin.nl to resolve

· Added search santrex.net to /etc/resolv.conf to easily look up santrex.net domained hosts on home.lu and home.de

· Suspended abuser running ssh-scan on vps2.lin.ca

· Found spammer & Abuser running metasploit framework exploits on vps2.lin.ua

· Added sysctl anti DoS on new vps{1,2}.xen.nl nodes

· Fixed /etc/resolv.conf,  /etc/hosts & installed & configured watchdog on vps{1,2}.xen.nl

· Installed, configured & run watchdog on vps{1,2,3,4,5}.nl

Work time: 5.30h

12.08.2011

· stopped sendmail and removed to load up on boot on vps{1,2,3,4,5}.lin.nl

· stopped & removed sendmail for vps{1,2}.xen.nl

· Added filtering for IN/OUT port 25 on vps{1,2,3,4,5}.lin.nl and vps{1,2}.xen.nl

· Added filtering for port 1137 on all VPS nodes (used for metasploit rpc.cmsd)

· Added kill_abusers.sh on cron to vps{1,2,3,4,5} and vps{1,2}.xen.nl

· Installed clamav on all VPS nodes and updated clamav db (needed to check /vz/private for malicious files, viruses, exploits etc.

· Installed clamav AV on hosting1-{nl,fr,de,us}

· Found problem with vps2.lin.ua packet loss (contacted RU DC)

· Caught abuser on hostin1-fr (Spammer, DoS exploit tools php)

· Caught & suspended many abusers on hosting1-nl (running scrpipt kiddie madshell)

· Run scan for viruses, exploits, spammer scripts phishing with clamav on hosting1-fr and hosting1-nl

· Added cron job to scan for iruses, exploits, spammer scripts phishing with clamav  on hosting1{nl,fr,de,us} and hosting1.us.ddos

· Added some iptables filtering rules for common vulnerabilities affecting Windows VPS and filtered some common ports used (loaded from /etc/rc.local), also applied the users to all VPS nodes

Work time: 5h

15.08.2011

· Fixed few sysctl for torrentflux nodes

· Installed ntpd to nl nodes and synced time to resolve client complains

· Enabled tun module on few VPS nodes

· Caught abuser on vps1.ddos.us

· Fixed vpsadmin-nl.santrex.net (not opening after migration) confs broken etc.

· Tickets

· Requested PTR for vps{1-5}.lin.nl and vps{1-2}.xen.nl

· Missing PTR for vpsadmin-ru.santrex.net requested PTR

· Some DC tickets

Worked time: 5.30 h

16.08.2011

· Few tickets

· DC tickets for hosting1-us, suspended due to phishing, removed phisher user and asked to unsuspend

· Walked through report from clamscan checked many users and suspended 10+ abusers

· Cleaned up, warned and suspendedusers who contain abusive file content on hosting1-de 

(Suspended about 7/8 abusive users)

· Run clamscan to check and log abusers on hosting1-us

· Re-requested check for vps2.lin.ua gateway packet loss in oshq, checked other OSHQ and confirmed PTR is ok for vpsadmin-ru

· Suspended 4 runescape users (Phishers) on hosting1-us 

· Changed setting in staminus DC for secureport management to 100% in order to reduce DoS null routes

Worked time: 5 h

17.08.2011

· Support Tickets

· Sending warning emails to users on shared hosting US that accounts contain viruses, exploits etc. 

· Suspended many users on hosting us 

· DC tickets

· Suspended and warned some usrs on hosting.de keeping malware

Work time: 4h

Total work time: 74.30 h * 7 EUR p/h = 521.50 EUR (for period 27.07 – 16.08)

Total money you owe me: 521.50 EUR + (1000$) 694.3 EUR  = 1216 EUR

